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Abstract

A mass spectrometric method was used to study the thermodynamics and vaporization kinetics of cesium iodide single
crystal. In electron-impact-ionization mass spectra of molecular fluxes effusing from Knudsen cell (case A) or vaporized from
an open crystal surface (case B), ions of Cs1, CsI1, I1, Cs2I

1, and Cs2
1 originating from CsI and Cs2I2 molecular precursors

were detected in the temperature range 656–838 K. The temperature dependence of ion currents, ln(I iT) 2 1/T, of the most
abundant Cs1, CsI1, and Cs2I

1 ions were measured in both cases. From the results of case A (Knudsen cell), the enthalpies
of sublimation to monomers and dimers were determined as,DsH

0(CsI, 736 K)5 170.96 1.7 andDsH
0(Cs2I2, 749 K) 5

209.86 3.2 kJ mol21, respectively. For case B, the temperature dependence exhibited a departure from the linearity. From
a comparison between the equilibrium and nonequilibrium vaporization rates, it was concluded that the value of the
vaporization coefficient passes through a maximum. A dimer-to-monomer ratio was found to increase with temperature at a
continually increasing rate in case A, and at a rate passing through a maximum in case B. The electron-impact-fragmentation
pattern of CsI molecules exhibited a roughly linear dependence on temperature in case A, but exhibited a minimum in case
B. In the thermionic emission mass spectrum, the positive ions Cs1, Cs2I

1, Cs2I2
1, and Cs2

1 were identified in the temperature
range 600–890 K. The emission of I2 and CsI2

2 negative ions was detected only above approximately 850 K. It was found
that in contrast to the molecular sublimation, the compositions of ion beams from the Knudsen cell and from the free crystal
surface differ significantly. The temperature dependence lnI (Cs1) 2 1/T, measured in the range 640–820 K, revealed a
change in slope. The results are discussed in light of the terrace–ledge–kink and surface charge models. (Int J Mass Spectrom
202 (2000) 121–137) © 2000 Elsevier Science B.V.
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1. Introduction

Vaporization from solids is of both theoretical and
practical interest because of the importance of the
process in the fabrication, application, or degradation
of solid-state materials, especially at elevated temper-

atures. Morphological and defect-related surface
properties of solids are of fundamental importance for
understanding and simulating the vaporization kinet-
ics [1]. The vaporization rate is influenced by many
factors, including the various types of surface rear-
rangements during vaporization, concentration of im-
purities, and surface stoichiometry.

Modern insight into the vaporization mechanism
stems basically from the terrace–ledge–kink (TLK)* Corresponding author.
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model [2]. According to this model the vaporization
process incorporates three successive stages: (1) re-
moval of atoms, ions or molecules from kinks and
ledges; (2) diffusion and molecular association in the
adsorbed layer; and (3) desorption. Additionally, in
the case of ionic and semiconducting solids, the
surface charge (electrical boundary layer), arising
from differences in the Gibbs free energy of formation
of intrinsic cation and anion vacancies or from extrin-
sic defects has been proposed as an important con-
tributing factor to the vaporization [3–8]. Specifically,
observations such as the anisotropic nature of the
vaporization rate from different crystalline faces
[9,10], the transient vaporization rate [6,8], the influ-
ence of impurities [11,12] and the field-enhanced/
retarded vaporization [13–15] have been interpreted
in terms of a surface charge model.

In general, the degree of retardation of free-surface
vaporization of solids in comparison with equilibrium
vaporization is characterized by a vaporization coef-
ficient, av. It is defined as the ratio of the flux of
molecules of a given species from freely vaporizing
crystal surface to that from the crystal surface which
is in equilibrium with a saturated vapor phase [1]. In
accordance with the TLK model, the vaporization
coefficient can be expressed as a product of parame-
ters representing various constraints in the mechanism
of vaporization [16], that is

av 5 aeadal · · · , (1)

whereae is an entropy-related factor,ad is a surface-
diffusion-related factor, anda l is a factor representing
ledge constraint. Each of these has limits between 0
and 1.

It has been demonstrated recently [17,18] that both
the TLK model and the concept of surface charge are
helpful to interpret the temperature variation in the
vaporization coefficient observed in the cases of NaCl
[19], KCl [17], and KBr [18] single-crystal vaporiza-
tion. To further elucidate the vaporization kinetics of
alkali halides, this work was undertaken to investigate
the thermodynamics and kinetics of the sublimation of
CsI single crystals by mass spectrometry. The inves-
tigation of free-surface vaporization integrally with

Knudsen cell measurements is worthwhile to avoid
the systematic instrumental error upon comparison of
the equilibrium and nonequilibrium vaporization
rates. Such an investigation would supplement the
measurements of integral vaporization fluxes from an
open CsI surface by a thermobalance [20] and of the
molecule velocity distribution in such fluxes by a
velocity selector coupled with a surface ionization
detector [21]. The former method resulted in obser-
vation of a significant decrease inav with increasing
temperature of solid CsI. From the analysis of the flux
chemical composition by the latter technique it fol-
lowed that no dimer species Cs2I2 sublime from an
open surface of CsI, whereas the Knudsen cell mass
spectrometric studies of saturated vapor composition
of CsI demonstrated the presence of dimers [22–24].
Therefore, the results of both investigations [20,21]
need verification through a mass-spectrometric exam-
ination.

Apart from theoretical interest, the characterization
of CsI vaporization is of practical significance. Such
knowledge is necessary to understand the problem of
chemical attack of fuel cladding materials in nuclear
reactors [25] and also to explain the release of cesium
and iodine into the coolant of high temperature gas
cooled reactors [26].

An additional purpose of this work was to study
the ionic sublimation from CsI single-crystal surfaces
since the phenomenon of thermal ion emission was
found to provide complementary information about
the sublimation mechanism [17,27,28], especially in
the cases when the detection of both positive and
negative ions is possible [17,27]. From this point of
view, cesium iodide seemed best suited for such a
study because it is the only alkali halide that was
found to emit positive and negative ions in nearly
equal proportions under the equilibrium conditions
[29,30].

2. Experimental

Measurements were carried out with a single fo-
cusing magnetic-sector mass spectrometer, MI 1201
(200 mm radius of curvature, 90°), which was modi-
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fied for high temperature studies. The instrument is
described in more detail elsewhere [17] and thus only
a brief description is given here. The furnace assem-
bly consisted of a molybdenum Knudsen cell or a
stainless steel crystal holder (for the free surface
studies), a molybdenum resistance heater, tantalum
radiation shielding, and a movable stainless steel
shutter plate. The Knudsen cell had a knife-edged
orifice of diameter 0.6 mm and effusion-to-evapora-
tion ratio less than 43 1024. In the case of Knudsen
cell measurements the thermocouple was inserted into
the bottom of the cell. In the case of free-vaporization
measurements the thermocouple was held tightly
between the crystal and the holder. Heating was
controlled to provide temperatures with a maximum
variation of60.5 K. The shuttering of the vaporizing
fluxes was used to distinguish ions formed by electron
bombardment of neutral species vaporized from the
cell or from the crystal surface from those formed by
electron bombardment of residual background gas.
The electron-impact-ionization mass spectra were re-
corded with an electron emission current of 1 mA and
an electron energy of 70 eV. In the case of ionic
sublimation measurements, the ions emitted were
extracted by a weak electric field (the field strength
was no higher than 53 104 V m21) applied between
the crystal surface and the extracting electrode with an
orifice of diameter 1 mm. In order to measure the
emission of charged particles of both signs, the holder
itself could be biased either positively or negatively
with respect to ground. The ions produced via elec-
tron impact in the case of molecular sublimation or
extracted from the crystal surface in the case of ionic
sublimation were accelerated in an electrostatic field
to energy of 3 keV, mass analyzed in a variable
magnetic field, and collected on the first plate of an
electron multiplier. The output from the multiplier
was amplified by an electrometer utilizing 100 MV
resistor and recorded. The sensitivity of the registra-
tion system was as high as 10217 A.

In this work the samples to be vaporized were
taken from high-purity commercial CsI single crystals
(optical lens material). Because CsI crystals do not
cleave, the samples to be vaporized in the case of free
vaporization were cut by lancet. The orientation of the

crystalline faces was not specified since it was shown
by Ewing and Stern [20] that the free-vaporization
rates of CsI are independent of orientation. The
samples were maintained for several hours at about
450 K under low vacuum (1021 Pa) prior to being
heated up to the test temperatures.

3. Results and discussion

3.1. Molecular sublimination

3.1.1. Knudsen cell measurements
In the electron-impact-ionization mass spectrum of

molecular fluxes effusing from the Knudsen cell, the
ions Cs1 (100), CsI1 (15.9), I1 (10.5), Cs2I

1 (5.6),
and Cs2

1 (0.7) were identified. The typical values of
the relative ion current intensities at 832 K are given
in the parentheses. To obtain enthalpies of sublima-
tion to monomers, DsH

0(CsI), and to dimers,
DsH

0(Cs2I2), the temperature dependence of the cur-
rents,I , of Cs1, CsI1, and Cs2I

1 ions was measured
over the interval 656–838 K in two successive
heating and cooling procedures. These data are pre-
sented in Fig. 1, as ln(I iT) versus 1/T. The tempera-

Fig. 1. Temperature dependence of ion currents (arbitrary units) in
electron-impact-ionization mass spectrum of molecular fluxes ef-
fused from the Knudsen cell containing CsI.
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ture dependence of I1 and Cs2
1 ion currents was not

investigated since the high background at the mass
127 made it difficult to distinguish small shutter
effects at temperatures below 800 K in the former
case, and because of low intensity of ion current in the
latter case. Based on the analysis of the ion appear-
ance energies [24], the apparent sublimation enthalp-
ies [24], and the results obtained by the double-cell
distribution technique [22,23], it has been established
that Cs1, CsI1, and I1 ions originate exclusively from
monomers (CsI), whereas Cs2I

1 and Cs2
1 ions are

formed from dimers (Cs2I2). Since current intensities
of I1 and Cs2

1 ions were low in comparison with those
of Cs1 and Cs2I

1 ions, respectively, their disregard
would not introduce significant error in the calculated
sublimation enthalpies. The valuesDsH

0(CsI, 736
K) 5 170.96 1.7 kJ mol21 and DsH

0(Cs2I2, 749
K) 5 209.86 3.2 kJ mol21 were calculated from the
respective slopes of the plots ln{[I (Cs1) 1
I (CsI1)]T} versus 1/T and ln[I (Cs2I

1)T] versus 1/T,
respectively. These values are in good agreement with
DsH

0(CsI, 733 K)5 176.86 1.8* kJ mol21 [24],
DsH

0(CsI, 800 K)5 163.36 8.4 kJ mol21 [31],
DsH

0(CsI, 800 K)5 165.06 2.1 kJ mol21 [32], and
DsH

0(Cs2I2, 733 K) 5 209.56 4.51 kJ mol21 [24]
obtained by the mass-spectrometric method.

3.1.2. Free-surface measurements
As in the case of Knudsen cell measurements,

molecular fluxes from a freely vaporizing CsI surface
contained, Cs1 (100), CsI1 (14.5), I1 (9.8), Cs2I

1

(5.3), and Cs2
1 (0.06) ions. Their relative current

intensities (shown within the parentheses atT 5 820
K) are close to those in the effusion experiment with
the exception of Cs2

1. This observation is in contrast
to the conclusion of Rothberg et al. [21] that the flux
from a CsI single crystal surface consists of mono-
mers only. Such a conclusion may stem from an
invalid assumption on the relative detection efficiency
of monomers and dimers and also, to a greater extent,
from the reported distortion of the velocity distribu-
tion because of beam scattering [20].

The temperature dependence of Cs1, CsI1, and
Cs2I

1 ion currents measured in the free surface
vaporization in the range 619–820 K is shown in Fig.
2. The reproducibility of the current intensities in the
heating and cooling runs (solid and open points,
respectively) is good, exhibiting only a small hyster-
esis. With reference to these results, it should be noted
that prior to the current measurements the sample was
heated to about 850 K and kept at this temperature for
about 20 min, resulting in the removal of approxi-
mately 500 monolayers. This was done for two
reasons. First, such an overheating was necessary to
promote the development of a surface morphology
that goes through the formation of etch pits (nucleated
at points of dislocation emergence or by impurities
[33]) and through probable formation of (110) faces,
which seem to be theF faces in the case of CsI.
Second, high temperature was favorable to the out-
gassing of the parts of furnace assembly in order to
keep the vacuum at the same level in the course of
measurements in the overall temperature interval. On
the other hand, the overheating led to such a degree of

* Calculated by us for the temperature range 654–833 K, using
the original data from [24].

Fig. 2. Temperature dependence of ion currents (arbitrary units) in
electron-impact-ionization mass spectrum of molecular fluxes va-
porized from free surface of a CsI single crystal. Closed and open
symbols correspond to the heating and cooling runs, respectively.
Dotted lines are drawn as tangents with a slope equal to
2DsH(CsI)/R and2DsH(Cs2I2)/R, respectively.
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surface roughening which would be only little af-
fected by further temperature variations.

One can see in Fig. 2 that, in contrast to the
Knudsen cell measurements (Fig. 1), the temperature
dependences of ion currents in the case of free-surface
vaporization exhibit distinct curvature, as was ob-
served in the cases of NaCl [19], KCl [17], and KBr
[18] single-crystal vaporization. This implies that the
value of the vaporization coefficient is temperature
dependent. However, one may also suppose that the
deviation of the dependencies from linearity could be
produced by a rate-controlling heat-transfer process.
Since vaporization is an endothermic process, signif-
icant self-cooling of the vaporization surface may lead
to a retardation of the vaporization rate at high
temperatures. To clarify this situation, calculations by
Lester [34] of the heat balance on a heated alkali
halide surface have been made to determine the
maximum temperature gradient between the vaporiz-
ing surface and the crystal bulk. It was found that, for
the rates of vaporization up to 0.1 mg cm22 s21 the
heat flux to the sample surface could easily offset the
heat loss due to vaporization. Thus, theoretically
surface cooling should be negligible at the experimen-
tal vaporization rates and the surface temperature
should be within 1° of the bulk temperature. Experi-
mentally this was verified by Ewing and Stern [20].
These authors studied the isothermal (780°C) vapor-
ization rates of NaCl crystals as a function of crystal
lengths, diameters and shapes. They concluded that
conduction through the crystal is the dominant mech-
anism of heat transfer and the absence of any change
in rate with length or diameter precludes any self-
cooling of the heat-transfer surface or rate control by
a heat-transfer process. Therefore, we believe the
temperature dependence of the vaporization coeffi-
cient observed by us and by Ewing and Stern [20], is
not an experimental artifact.

The mass-spectrometric method does not provide
for the determination of the absolute values of the
vaporization coefficient. This is because it is difficult
to specify the ratio of instrumental sensitivity con-
stants for the cases of the Knudsen cell and free-
surface measurements. Nonetheless, in order to eluci-
date the character of temperate dependence ofav we

have applied the procedure of data treatment proposed
by us earlier [17,18]. Letd be the factor that accounts
for the departure of the experimental data in Fig. 2
from the linear behavior observed in the case of
equilibrium vaporization (Fig. 1). Physically,d has a
significance of a temperature-dependent constituent of
the vaporization coefficient. This factor can be deter-
mined as follows. The data of the dependence for Cs1

and Cs2I
1 in Fig. 2 were approximated by a third-

order polynomial equations of the following forms:

ln@I ~Cs1)T# 5 287.61 233.43 103~1/T!

2 164.03 106~1/T!2 1 35.2

3 109~1/T!3 (2)

ln@I ~Cs2I
1)T# 5 2146.71 357.33 103~1/T!

2 253.13 106~1/T!2 1 55.8

3 109~1/T!3 (3)

Eqs. (2) and (3), which refer to the cases of sublima-
tion to monomers† and dimers, respectively, were
used in each case to draw in Fig. 2 the lines that can
be seen as tangents to the curves ln[I (Cs1)T] versus
1/T and ln[I (Cs2I

1)T] versus 1/T with slopes equal to
2DsH

0(CsI)/R (where R is the gas constant) and
2DsH

0(Cs2I2)/R, respectively. The tangent-point
temperatures were determined by setting the deriva-
tives,d[ln( I iT)]/d(1/T), equal to2DsH

0(CsI)/R and
2DsH

0(Cs2I2)/R, respectively. The values ofd were
calculated as an exponential factor exp(2D), whereD
is the difference between the magnitudes of the
tangent and data points in Fig. 2 at each temperature.
The results of such calculations are shown in Fig. 3. It
can be seen from Fig. 3 that (1) the departure factord

varies with temperature in a similar way for the
monomer and dimer cases, (2) both temperature
dependences ofd(Cs1) and ofd(Cs2I

1) have a max-
imum. With regard to the latter, its significance
depends on the reliability of the low temperature
measurements: the lower is the temperature, the larger

† In this treatment procedure the contribution of low-intensity
CsI1 ions is neglected.
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are the errors of the individual points. To ensure
sufficient reliability, the ion currents were measured
in a temperature interval well above the detection
limit. The lowest temperatures were set by a noise-
to-signal ratio no higher than 20%. This condition
would introduce an uncertainty of about 10% in ion
current intensities and hence in the values ofd at the
lowest temperatures.

It is interesting to compare our mass-spectrometric
results with those obtained by Ewing and Stern using
a thermobalance technique [20]. These authors mea-
sured the vacuum vaporization rate of CsI over a very
wide temperature range, including temperatures
above the melting point of this compound. The most
interesting observation of this work [20] is that the
vaporization coefficient is anomalously low just be-
low the melting point of CsI but it rises rapidly just
above the melting point, as seen in Fig. 4. Although
the highest temperatures of our experiment are well
below the melting point, our results show a change as
we approach this temperature. The slope of lnJ
versus 1/T (whereJ is the molecular flux) at lower
temperatures is constant but decreases progressively
as the melting point is approached. However, in the
work of Ewing and Stern [20] no deviations between
free surface and equilibrium vaporization at lower
temperatures were found. Their interpretation of the

vaporization mechanism in terms of a simple two-step
mechanism (a bulk-to-surface step followed by a
desorption step) is inadequate because the first step is
not expected to control the vaporization rate of
molecular species [35].

3.1.3. TLK model analysis
From the standpoint of the TLK model there may

be a number of different reasons for the departure of
the dependence lnJ 2 1/T from linearity in the case
of free-surface vaporization. The decrease of the
experimentalav values with increasing temperature
[in our case the high-temperature part of thed(T)
dependence] seems, at first consideration, to be
caused by a decrease in the mean self-diffusion
length,d, according to the following [2]:

d 5 r exp@~Edes2 Ediff!/ 2kT# (4)

wherer is the jump distance of surface diffusion;Edes

andEdiff are the activation energies for desorption and
surface diffusion, respectively, andk is Boltzmann
constant. The associated decrease of the constraint
parameterad follows from the following relationship
[35]:

Fig. 3. Temperature dependence of the departure factor,d. Fig. 4. Temperature dependence of the integral vaporization rate of
CsI, J (kg m22 s21), and the vaporization coefficient,av, as
reported by Ewing and Stern [20].
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ad 5 ~d/l! tanh~l/d! (5)

wherel is the mean step separation.
To determine whether the parameterad alone can

explain satisfactorily the decrease of the vaporization
coefficient of alkali halides with increasing tempera-
ture, we have performed the following estimations.
From definition ofd it follows that

av~T2!/av~T1! 5 d~T2!/d~T1! (6)

Hence the experimental ratiod(T2)/d(T1) should be
compared to the estimated ratioad(T2)/ad(T1). Such
a comparison is possible only in the case of KCl
because, to our knowledge, it is the only alkali halide
for which the saddle point energy,Edes 2 Ediff , was
determined experimentally (0.826 0.08 eV) [36].
This makes possible the calculation ofd by Eq. (4),
with the parameterr taken to be equal to the lattice
constant (r 5 0.3145 nm[37]). Besides, the calcu-
lation of ad by Eq. (5) requires knowledge ofl. Here
it is appropriate to once again note that in our
experiments we start with a very rough surface after a
fairly long period of vaporization at high tempera-
tures. As a matter of experience, such a roughening is
more or less irreversible. So, the value ofl is only
slightly affected by further temperature variation and
may be assumed approximately constant. The param-
eter l can be derived directly from the studies of
surface morphology by electron microscopic decora-
tion technique. As far as we know, no such studies
have been carried out for alkali halides at the temper-
atures higher than 700 K. From consistent results
obtained with this technique by Munir et al. [38]
(NaCl single-crystal studies) and by Dabringhaus and
Meyer [39] (studies of thick NaCl overlayers on KCl)
in the temperature range 600–700 K, the step separa-
tion in different types of dislocations in NaCl vary
from about 0.2 to 0.04mm. In KCl l is assumed to be
of the same order of magnitude. Therefore, because
the step separation decreases with increasing temper-
ature, for our calculation in the case of KCl a value of
0.05 mm would be a reasonable estimation of this
parameter, as its upper limit, at temperatures above
800 K. Hence the calculation results inad(900
K)/ad(800 K) 5 0.88. In our previous study with

KCl [17] we have obtained the ratiod(900 K)/d(800
K) 5 0.75. It follows thatav(900 K)/av(800 K) ,

ad(900 K)/ad(800 K).‡ Thus, in the KCl case we can
conclude that the surface diffusion-related constraint,
which is determined within a scope of the TLK model
alone, apparently must take account of the other
factors leading to a decrease ofav. Presumably this
conclusion is valid also for cesium iodide, though in
contrast to the (001) surface of KCl the diffusion on
the (011) CsI surface is not isotropic.

Next we consider the surface concentration of
impurities. One expects a considerable enrichment of
divalent cation impurities (Ba21 is the most abundant
in CsI) at the surface due to a lower fugacity of
corresponding molecules, e.g. BaI2. This would cause
a decrease in the constraint parametera l due to the
impeding action of impurity ions, which can be
ascribed to a blocking of kink sites, because of a
possible reduction of ion exchanges at these sites.
However, the impurity effect is expected to be of
greater significance at lower temperatures because at
higher temperatures the competitive process of impu-
rity diffusion into the bulk may proceed at a high rate
thereby preventing the impurity accumulation at the
surface [40]. In this way a decrease of the vaporiza-
tion coefficient with decreasing temperature [low
temperature part ofd(T) dependence in Fig. 3] is
conceivable. Therefore, since the temperature depen-
dencies of the parametersad and al may exhibit
opposing tendencies one may suggest that the temper-
ature dependence of their productalad may pass
through a maximum, thus providing a possible expla-
nation for the origin of the maximum in Fig. 3.
Another possible explanation, which we believe more
plausible, refers to the point-defect-related constraint
in the vaporization mechanism, i.e. the surface charge.
Therefore, in what follows we focus on the possible
changes inav with the temperature as predicted by the
surface charge model.

‡ Estimated values ofl less than 0.05mm would result in
greater values of the ratiod(900 K)/d(800 K).
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3.1.4. Surface charge model analysis
Surface charge can decrease the vaporization co-

efficient of alkali halides due to (1) a hindered rotation
of molecules at the surface that would result in their
slower diffusion from the ledges to the admolecule
positions; and (2) an increase of the activation energy
for molecule desorption owing to dipole interaction
energy between the desorbing molecule and the
charged crystal surface [3,17]. For example, the sur-
face charge-related constraint,ac, estimated by us
[17] for a KCl crystal with the concentration of
divalent metal impurity of 1 ppm equals to 0.99 and
0.92 at 800 and 900 K, respectively. Thus, with
account of the two constraints,ac and ad, the ratio
ad(900 K)ac(900 K)/ad(800 K)ac(800 K) 5 0.82
becomes closer to the previously mentioned experi-
mental ratiod(900 K)/d(800 K) 5 0.75. Although we
cannot make similar estimates ofac for CsI because
of the lack of data, still an application of the surface
charge model in this case may be helpful for the
interpretation of the results. This is mainly due to a
material-specific way of variation with temperature of
the properties of the electrical boundary layer in alkali
halides. This variation is addressed briefly now (for
more details see, e.g. [17]). Because the Gibbs free
energy of formation of cation vacancies is less than
that for anion vacancies, the surface has an intrinsic
positive charge owing to the preferential formation of
cation vacancies there. However, the presence of
divalent cationic impurities in alkali halide crystals of
nominal purity results in the occurrence of a negative
extrinsic surface charge at sufficiently low tempera-
tures when the concentration of extrinsic cation va-
cancies exceeds that of intrinsic ones. The crossover
point at which the charge vanishes is the extrinsic
isoelectric temperature (Ti), which is a function of
both the impurity concentration and Gibbs energy for
the formation of cation vacancies.

It follows that at the isoelectric temperature the
surface charge-related constraint is eliminated. There-
fore, if this temperature falls within the range studied,
the av(T) dependence may pass through a maximum
at this temperature, provided that the influence of
surface charge on the vaporization kinetics is signif-
icant. Thus it can be suggested that the maximum of

d(T) dependence in Fig. 3 is due to the temperature
variation in surface charge nearTi. The fact that the
thermobalance data [20] do not exhibit a decrease in
the vaporization coefficient at low temperatures, as it
has been already mentioned, may be a consequence of
a much lower sensitivity of that method with respect
to the effect of surface charge on the vaporization
rate. The point is that the fluxes leaving the crystal
surface at different anglesu to the surface normal
(more exactly, to the normal to surface cross section
in case of rough surface) embody different informa-
tion about this effect. In other words, the constraint of
surface charge is operating with increasing power as
the molecular velocity vector approaches the direction
of the normal because the strength of surface charge
field is supposed to be maximal in this direction. In
mass-spectrometric methods, fluxes characterized by
small u are measured. According to estimations [18],
only magnitudes ofE roughly greater than 105 V m21

can be of significance to experimental observations by
the thermobalance method, i.e. at temperatures signif-
icantly higher thanTi. Moreover, on the assumption
that the surface charge plays an increasing part in
retardation of free-surface vaporization rate with in-
creasing temperature, one can expect that also at high
temperatures mass-spectrometric data would demon-
strate a greater decrease in the vaporization coefficient
than the thermobalance data can. Indeed, our results
indicate that in going fromT 5 700 to 800 K, the
decrease ind (Fig. 3) is approximately 1.4 times
greater than that inav (Fig. 4), as reported by Ewing
and Stern for CsI [20].

On the other hand, in view of the results of
theoretical work by Poeppel and Blakely [41] the
validity of the surface charge model at high temper-
atures is open to argument. These authors have shown
that surface charge may be largely reduced because of
a limited number of surface sites (kinks) which can
accommodate excess charge. Only for [41]

s/e , 0.5Ns (7)

(where s is the surface charge density;e is the
elementary charge;Ns is the number of surface kink
sites per unit area) is the variation in surface electrical
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properties in agreement with that predicted by defect
theory with no account of possible deficiency of
surface kinks. To check on whether the condition
indicated by Eq. (7) holds in the intrinsic range in the
case of alkali halides, the individual Gibbs energies
for the formation of cation and anion vacancies must
be known. To our knowledge, reliable experimental
values of these energies are reported only for KCl
[42]. Let us inspect this case. Intrinsic value ofs is
defined [17]

s 5 2~2ee0nkT!1/2 sinh~efs/ 2kT! (8)

wheree is the dielectric coefficient;e0 is the permit-
tivity of free space; fs is the surface electrical
potential (which is defined as

fs 5 ~ g1 2 g2!/ 2e (9)

with g1 and g2 being the Gibbs free energy of
formation of anion and cation vacancies, respectively)
and n is the concentration of Schottky pairs in the
bulk. The latter is determined by

n 5 N exp(2gs/ 2kT)/g (10)

where N is the number of lattice sites (cation and
anion) per unit volume;gS is the Gibbs free energy of
formation of Schottky pairs;g is the activity coeffi-
cient which can be specified from the Debye-Hu¨ckel-
Lidiard theory [43]. The following parameters and
approximating equations were used in calculation of
s: g2 (eV) 5 1.2562 4.53 kT [41]; gs(eV) 5
2.52 2 8.35 kT [44,45]; g 5 1.18 2 3.77 3
1027 T2 [44]; e 5 (2.14 1 4.21 3 1027 T2)2

[46]; N 5 1.61 3 1028 m23 [37]. For example, in
the temperature range 800–900 K of our investigation
on KCl [17] the values/e is estimated to range from
3.1 3 1010 cm22 through 9.73 1010 cm22. At T 5
1050 Kjust below the melting point the upper limit of
s/e is 3.73 1011 cm22. On the other hand, consid-
ering the total number of surface sites on KCl, which
amounts to approximately 1.03 1015 cm22, for a
step separation of 50 nm, one may assume a maxi-
mum number ofNs of about 1.03 1012 cm22, taking
the kink separation equal to the length of a chain of
three ion pairs or to 1.57 nm. With this value ofNs the

condition of Eq. (7) is met. However, because the
Gibbs energy for kink formation is not known, one
cannot exclude that the real concentration of kinks is
significantly less than estimated above, and hence
some reduction in surface charge occurs. This is as far
as we can go with the inspection of Eq. (7) in the case
of alkali halides. Alternatively, the evidence for the
predicting power of the Poeppel and Blakely model
can be gained from a comparison of the results on the
direct measurements of surface electric potential and
those yielded by defect theory. In this way, the
measurements by a radiotracer technique [47,48] and
subsequent theoretical analysis [49] of the subsurface
electric potential in oriented single crystals of AgCl
have not resulted in observation of the suppression in
surface potential as predicted by Poeppel and Blakely
for this salt. Unfortunately, no such results were
reported for alkali halides because for several techni-
cal reasons (one must control the etching, and it must
be possible to quench in the tracer distribution from
the anneal temperature) it is more difficult to use this
method on these salts.

Summing up, we can say that the surface charge
model does not seem to lose its significance even at
sufficiently high temperatures, though the possibility
of some reduction ins at high temperatures should be
kept in mind.

The above reasoning can be helpful in interpreting
the results of the work of Ewing and Stern [20], by
re-examining Fig. 4. One can see in Fig. 4 that the
vaporization rates of the solid and the liquid are
equivalent when very close to the melting point and
that the vaporization coefficient has a minimum value
at the melting point. At this temperature the TLK
model is no longer valid, whereas the surface charge
concept, in our opinion, can still explain the observa-
tion. Although at first glance the point-defect-related
constraint would be eliminated at the melting point,
i.e. the electric boundary layer that exists at a solid
surface due to defect formation processes would start
to suffer disruption. Yet, this may not happen just at
the melting point. The liquid retains some solid
structure (and hence some surface stoichiometry) just
above the melting point, as it was proposed by Ewing
and Stern [20] on the basis of knowledge about the
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continuity of solid and liquid states gained by Ubbe-
lohde [50]. It is therefore conceivable that the rapid
increase in the vaporization rate on heating the salt
over 10–20 K above its melting point results from the
melting of solidlike regions in the liquid. Namely in
the course of such heating the surface stoichiometry
inherent in the solid-state boundary layer disrupts
totally (elimination of surface charge-related con-
straint), and the vaporization achieves its maximal
rate, at which the vaporization coefficient equals
approximately to unity (see Fig. 4). However, on
further heating the free-surface vaporization rate
again decreases significantly in comparison with the
equilibrium rate. Such an effect may be presumably
attributed to the reviving of the surface charge con-
straint because of formation of the electric boundary
layer at the surface of a salt melt, as a liquid
electrolyte.

3.1.5. Dimer-to-monomer ratio
It was of interest to compare the temperature

dependence of a dimer-to-monomer ratio,JD/JM, in
the fluxes vaporized from an open CsI surface and
effused from the Knudsen cell. The calculations were
performed using the experimental currents of Cs1,
CsI1, and Cs2I

1 ions by

JD/JM 5 I ~Cs2I
1!sM/Î2sD@I ~Cs1! 1 I ~CsI1!#

(11)

The ratio of the ionization cross sections,sD/sM, was
set equal to 1.5 [51]. The results of the calculation are
shown in Fig. 5, with best-fit lines approximating the
data. One can see in Fig. 5 that there is no significant
difference in the fraction of dimers between the free
vaporization and equilibrium cases at each tempera-
ture. On the other hand, the important observation is
that the shapes of the curveJD/JM 2 T are somewhat
different. To analyze the changes in the dimerization
rate with the temperature, the derivatives,d( JD/JM)/
dT, were calculated and are also shown in Fig. 5. It is
well seen that in each case the values ofd( JD/JM)/dT
vary with temperature in a different way. In the case
of the Knudsen cell vaporization the ratioJD/JM

increases with increasing temperature at a progres-

sively increasing rate, whereas in the free-surface
vaporization case the derivative passes through a
distinct maximum.

The different shapes of the curved( JD/JM)/dT
versusT may be the result of changes in the rate of
association reactions with temperature and/or the
difference in the temperature dependence of the con-
straints (rate-controlling factors) in the vaporization
mechanisms of monomers and dimers. It has been
inferred by Dabringhaus and Meyer [52] that at the
alkali halide surfaces, the dimers are formed by
collisions of ion pairs at the steps but not at the
terraces (mechanism I) or broken off in one piece
from kinks (mechanism II). The fact that the values of
JD/JM obtained in this study for the cases of the
free-surface and equilibrium vaporizations are in
close agreement is an additional evidence for this
inference. However, in the context of TLK model
alone it is difficult to explain an origin of maximum
on the curved( JD/JM)/dT versus T in the free-
surface vaporization case. We propose that the taking
into account the point-defect-related constraint, i.e.
the likely influence of surface charge on the associa-
tion kinetics and the vaporization mechanisms, can
modify the TLK model in this case as well.

It is reasonable to assume that the maximum on the

Fig. 5. Temperature dependence of dimer-to-monomer flux ratio
and its derivative.
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curved( JD/JM)/dT versusT is formed in vicinity of
Ti. Then it follows that the vaporization rate of the
dimers is retarded by the surface charge to a greater
extent than that of the monomers. We can propose the
following reasons for the retardation. At the stage of
dimer formation the retardation is possible if mecha-
nism I is the operative process. In order to form a
dimer molecule, one of the two colliding ion pairs has
to reorient itself, as an electric dipole, to an energet-
ically unfavorable position with respect to the field of
the surface charge. Hence the dimerization rate is
expected to pass through a maximum near the isoelec-
tric temperature. Due to different electric polarizabili-
ties,b, of monomers and dimers the retardation of the
vaporization rate of dimers relative to monomers is
also possible at the two final stages of the vaporization
mechanism: surface diffusion and desorption. Obvi-
ously, the larger is the polarizability, the greater is the
retardation because of the respective increase in the
activation energies for diffusion and desorption. It has
been found by Guella et al. [53], using a molecular
beam electric deflection method, that dimers of alkali
halides possess very large polarizabilities comparable
to those of the alkali metal atoms. In particular, the
mean value ofb for Cs2I2 is determined to be 51.83
10224 cm3 [53], whereas for monomers the reportedb

equals to 9.83 10224 cm3 [54].

3.1.6. Electron-impact-fragmentation pattern
Another interesting observation of this work,

which can possibly be related to the temperature
dependence of the constraint parameterae, is the
temperature dependence of theI (Cs1)/I (CsI1) ratio.
As illustrated in Fig. 6, the electron-impact-fragmen-
tation patterns of CsI molecules for the cases of
Knudsen cell effusion and free-surface vaporization
are different. In the former case, this ratio increases
roughly linearly with increasing temperature, whereas
in the latter case it passes through a minimum. The
occurrence of the minimum is open to speculation. It
may be conjectured that this behavior is connected
with a change in the Franck-Condon factors for
ionization.

It is a matter of experience that the fragmentation

pattern depends on both the vibrational and rotational
excitation states of a molecule to be ionized and the
internuclear distances in this molecule and its ion. The
interplay of these parameters may yield both increas-
ing and decreasing fraction of the fragment ions in a
fragmentation pattern with a change in temperature. It
has been demonstrated theoretically by Dronin and
Gorokhov [55] with cesium chloride that with increas-
ing temperature the increase in ion current ratio
I (Cs1)/I (CsCl1) may result from rotational excitation
which is almost completely transferred from a mole-
cule to an ion upon the ionization, and that the
decrease inI (Cs1)/I (CsCl1) may stem from the
anharmonicity factor characteristic of a molecule to
be ionized. However, in a narrow temperature interval
these opposing tendencies can hardly become evident.
In all probability the temperature factor alone may
cause only unidirectional change in the fragmentation
pattern. The nearly linear character of the temperature
dependence of fragmentation pattern in the Knudsen
cell measurements both with CsCl [22] and CsI
supports this statement.

Therefore, in our opinion, the most likely specula-
tion is that the passing of fragmentation pattern

Fig. 6. Temperature dependence of the ion current ratioI (Cs1)/
I (CsI1) for the free-surface vaporization and for the Knudsen cell
measurements (solid line; error bars indicate the datum scatter).
Inset shows the way of variation in the strength of surface charge
field with the temperature in the vicinity ofTi.
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through a minimum in the free-vaporization case is
indicative of the action of surface-charge-related fac-
tor since apparently, with the exception of the surface
temperature, no other surface-related factors can in-
fluence the state of vibrational and rotational excita-
tion of a vaporizing molecule. The molecular energy
shift, DW, due to an external field of the strengthE is
given by

DW 5 2bE2/ 2 (12)

In the field of surface charge, whose strength can be
predicted to vary from zero to the magnitudes of the
order of 106 V m21 in the vicinity of Ti [17], the
energy shift of CsI molecule that possesses apprecia-
ble polarizability may exceed significantly (or be
comparable to) the value ofkT. For example, for the
largest expected field strength, aDW value of 53

10218 J is estimated, compared to a thermal energy of
the order of 10220 J. Therefore, the conversion of the
energyDW to the energy of vibrational and/or rota-
tional excitation when the subliming molecule leaves
the surface would lead to a change in the electron-
impact-fragmentation pattern, the ratioI (Cs1)/
I (CsI1) takes an extreme value atTi when E 5 0.
This assumption is supported by a good correlation
observed between the variation in fragmentation pat-
tern with temperature in the free-surface vaporization
case and the pattern of the curveE–T as predicted by
defect theory [17] (see inset in Fig. 6). We have
previously found such a correlation in the KCl [56]
and KBr [18] cases.

Completing this line of reasoning, one can concede
that the dimer molecules Cs2I2 in the vaporizing
fluxes from an open crystal surface gain even greater
vibrational excitation than the monomers because of
their larger polarizability. Significantly different ra-
tios of current intensities of Cs2I

1 and Cs2
1 ions—the

products of electron-impact fragmentation of
dimers—in the mass spectra recorded in the cases of
the Knudsen cell and free-surface vaporization (see
Secs. 3.1.1 and 3.1.2) can be considered as an indirect
evidence for this assumption.

3.2. Ionic sublimation

In thermionic emission mass-spectra, Cs1, Cs2I
1,

Cs3I2
1, and Cs2

1 positive ions, and I2 and CsI2
2

negative ions were identified. The currents of negative
ions were much weaker than those of positive ions.
We were able to detect positive ions at temperatures
higher than 600 K, whereas negative ions could be
detected only above about 850 K. It is noteworthy that
thermal ion currents were decreasing at the initial
period of vaporization, as it was observed in the
vaporization of KF [27], KCl [17], and KBr [28]. This
decrease is obviously a reflection of the developing
surface morphology which goes through the stage of
formation of thermal etch pits. The deeper the pits, the
less efficient the ion extraction is and thus the weaker
the thermal ion current measured [27].

Undoubtedly, the ions emitted play a minor part in
mass transfer from the surface in comparison with the
molecules vaporized. It is a matter of experience that
the saturation flux of thermal ions,J6, that can be
extracted from unit area of ionic solid per unit time is
several orders of magnitude smaller than the molec-
ular flux J. For illustration, such a comparison can be
made, for example, in the case of KBr for which both
the electrometric [28] and thermobalance [20] mea-
surements have been carried out. AtT 5 800 K
positive thermionic emission from polycrystalline
samples of this salt is characterized by a current
density of the order of 1029 A cm22 [28]; that is
J1 5 6 3 109 cm22 s21. The fluxJ from KBr single
crystal at this temperature is found to be about 43
1016 cm22 s21 [20]. Also, the surface concentration of
the adions is naturally expected to be significantly
smaller than that of the admolecules. This is mainly
conditioned by the difference in the binding energy of
molecules and ions to the kink sites. On the other
hand, it is clear that thermal ion emission is expected
to reflect the electrical surface properties with much
greater response than the sublimation of neutral mol-
ecules. For example, the activation energy for cation/
anion sublimation from the charged surface is given
as [27]

Es 5 EM 2 0.5eufpu 6 eufsu (13)
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whereEM is the Madelung energy;fp is the polar-
ization potential. In the extrinsic temperature range
the surface electrical potential,fs, is defined [17]

fs 5 2~ g2 1 kT ln a!/e (14)

where a is the mole fraction of divalent metal
impurities. In the intrinsic rangefs is given by Eq.
(9).

By way of example, let us consider the case of
positive ion emission. Then the signs “1” and “2” in
the third term in Eq. (13) refer, respectively, to the
extrinsic (the value offs is negative) and intrinsic
(the value offs is positive) ranges. The Gibbs energy
of defect formation is defined as

g6 5 h6 2 Ts6 (15)

whereh6 ands6 are the enthalpy and the entropy of
formation of anion/cation vacancies, respectively.
Thus, from Eqs. (9), (14), and (15), Eq. (13) becomes

Es 5 EM 2 0.5eufpu 1 h2 1 T~k ln a 2 s2! (16)

Es 5 EM 2 0.5eufpu 2 @h1 2 h2 1 T~s2 2 s1!#/ 2
(17)

for the extrinsic and intrinsic ranges, respectively.
Since thermal ion current is proportional to the
exponential factor exp(2Es/kT), the break of an
experimental curve lnI 2 1/T is expected to be
observed in going from the extrinsic range to the
intrinsic one. The break-point temperature is likely to
correspond to so-called “knee temperature,”Tk,
which is somewhat higher thanTi and is given
theoretically by

Tk 5 2 gS/ 2k ln a (18)

Note that if we neglect the temperature dependence of
EM and fp, from Eqs. (16) and (17), then the
difference in the apparent activation energies for ion
sublimation, derived from the slopes of the curve ln
I 2 1/T above and belowTk, would be equal tohS/ 2,
wherehS 5 h1 1 h2 is the enthalpy of formation of
Schottky pairs. So the break of a curve is assumed to
be quite distinct.

To provide experimental support for the above
mentioned reasoning, the temperature dependence of

thermal ion current has to be measured over an
interval covering both extrinsic and intrinsic ranges.
From this point of view, only the current of Cs1 ions
was intense enough to be measured at temperatures
sufficiently low to fall within the extrinsic range. Such
a temperature dependence that incorporates the data
of successive cooling and heating runs is shown in
Fig. 7. It should be noted that these measurements
were carried out after the sample had been heated to
820 K in order to accelerate the development of
surface topography. Once the isothermal ion current
had achieved reproducibility to within 10% in half an
hour, the readings were taken. In accordance with
expectations, the experimental curve shown in Fig. 7
reveals a break atTk 5 730 6 10 K. The activation
energies for sublimation of Cs1 ions are determined
to be 2.166 0.10 and 1.796 0.05 eV from the
slopes of the curve portions below and above the
break-point temperature, respectively. To the best of
our knowledge, a reliable value ofhS for cesium
iodide has not been reported; the available values are
widely scattered and fall in the range of 1.1–2.25 eV
[57]. Nevertheless, it is safe to assume thathS/ 2 $

0.55 eV. Thedifference in the experimental magni-
tudes ofEs, equal to 0.376 0.11 eV, is less than this

Fig. 7. Temperature dependence of the thermal emission current
(arbitrary units) of Cs1 ions.
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value. So it is likely that the values ofEM and fp,
being temperature dependent as well, also contribute
to the difference in the magnitudes ofEs. Also, one
should take into account the deficiencies of the plane
surface model [Eqs. (9) and (14)] in describing the
electrical properties of rough surfaces.

Further discussion will focus in the thermionic
emission mass-spectra. Relative current intensities of
ions of both signs, exemplified atT 5 877 K, are
listed in Table 1 along with the Knudsen cell mass-
spectrometric data [29,30]§ on ions that exist in the
saturated vapor over CsI. The analysis of the data in
Table 1 allows the following conclusions to be made:
(1) thermal currents of negative ions emitted from the
Knudsen cell are nearly equal in intensity with those
of positive ions, whereas the free crystal surface emits
positive ions in much greater amount than negative
ions and (2) in contrast to the electron-impact-ioniza-
tion mass-spectra case, thermionic emission mass
spectra obtained in this work differ markedly from
those in the Knudsen cell measurements [29,30].
Specifically, the fraction of Cs2I

1 and Cs3I2
1 cluster

ions decreases drastically relative to Cs1 ions in the
case of free vaporization, whereas the fraction of CsI2

2

ions relative to I2 ions becomes even greater.
We suppose that the difference in relative emission

efficiency of positive and negative ions under equi-
librium and nonequilibrium conditions may be due to

nonstoichiometry in kink-site occupancy by cations
and anions, favoring the emission of positive ions
from a freely vaporized surface [27], and/or different
binding energies of cations and anions at the kink sites
of a charged ledge. Indeed, since we compare the
emission efficiencies in the intrinsic range, i.e. in the
case of positive ledge charge, the kink binding energy
of cations is expected to be smaller than that of
anions. Besides, the reduction in the number of anion
kinks is expected because of their blocking by the
impurity cations.

The following can be offered as an explanation for
the difference in the mass spectra mentioned previ-
ously. Most likely the cluster ions are formed by the
surface reactions of the types

Cs1 1 CsIf Cs2I
1 (19)

Cs1 1 Cs2I2f Cs3I2
1 (20)

I21CsIf CsI2
2 (21)

I2 1 Cs2I2f Cs2I3
2 (22)

One can also consider that these clusters can form by
breaking off in one piece from the kink sites. How-
ever, this mechanism seems less plausible since nei-
ther the TLK model nor the surface charge concept
implies a change in the ratio of the ion currents
Cs2I

1/Cs1 or CsI2
2/I2 in going from equilibrium to

nonequilibrium conditions. So we can exclude this
mechanism from further consideration. Most probably
that the ion clusters, like molecular dimers, are
formed at the steps, and obviously the outcome of the
reactions indicated in Eqs. (19)–(22) would depend on
the near-step concentrations of neutral and charged

§ The measurements of thermionic emission mass spectrum of
CsI reported in [29] were repeated later by Sidorova [30] (not
published) with a new design of ion source providing higher
detection sensitivity and eliminating the current fluctuations ob-
served in the previous study [29]. Nonetheless the mass spectrum
itself and the relative intensities of ion currents are essentially
identical in both studies.

Table 1
Thermionic emission mass spectra

T(K)
Relative intensities of ion current
Cs1 Cs2

1 Cs2I
1 Cs3I2

1 I2 CsI2
2 Cs2I3

2

877 100 0.30 19.8 0.07 0.025 0.10 . . . Free-surface measurementsa

837 35.7 . . . 100 0.52 19.1 47.8 3.5 Knudsen cell
measurementsb

a This work.
b See [29,30].
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particles. Here it is pertinent to note that an additional
feature not predicted by the planar surface charge
model is a substantial nonuniformity of surface
charge. The excess surface charge is located predom-
inantly at the steps resulting from the excess number
of kinks of one sign. Harris and Fiasson [58] obtained
experimental verification of this statement by scan-
ning across as-cleaved surfaces of NaCl by a vibrating
capacitor probe. They found that maximum surface
potential coincided with location of cleavage steps.
Thus, at the step location the vector of the strength of
surface charge field would have an appreciable pro-
jection onto the axis perpendicular both to the surface
normal and to the step. Therefore, the near-step and
terrace concentrations of adions would strongly de-
pend on the ledge (step) charge. The assumed near-
ledge distribution of adions of opposite sign in the
cases of zero and positive ledge charge, as an appro-
priate example, is illustrated in Fig. 8, as a function
C( x)/C0 versusx, whereC( x) is the concentration of
adions of given kind at a distancex from a ledge;C0

is the total concentration of these adions on a terrace.
One can see in Fig. 8 that in the case of a positively
charged ledge the concentration of positive ions,
located readily at the step, increases in comparison
with that in the case of uncharged ledge, whereas the
concentration of negative ions decreases. On the other
hand, in the case of Knudsen cell measurements it is
safe to assume that there is no difference in the
near-step concentration of adions of both signs be-

cause there is no electric field of surface charge in the
inner space of an enclosure.

The measurements of the currents of cluster ions
were performed in the intrinsic temperature range. In
this range, Cs1 ions are repelled off the positively
charged ledge and hence their concentration at a step
is reduced. Therefore, the probability of formation of
Cs2I

1 and Cs3I2
1 cluster ions at freely vaporized

surfaces by the reactions of Eqs. (19) and (20),
respectively, is expected to be much smaller than
under the equilibrium conditions, as it was experi-
mentally observed. On the other hand, in the case of
negative ions, coulombic interactions of I2 ions with
the positively charged ledge brings them closer to the
ledges, thereby increasing their concentration at a step
and hence the probability of formation of CsI2

2 ions
by the surface reaction of Eq. (21).

The mechanism of formation of Cs2
1 ions at freely

vaporized surfaces is a challenging question. It may
proceed through the dissociation of Cs2I

1 ions. How-
ever, if this were the case, Cs2

1 ions would be emitted
from the Knudsen cell also. Since Sidorova et al.
[29,30] have not observed these ions in thermionic
emission mass spectra from the Knudsen cell, we
propose the following alternate mechanism of their
formation that relates to the local irregularities of
surface charge field. The speculation is that the
non-uniform character of surface charge may promote
the formation ofF centers (iodine vacancies in which
electrons are trapped) and iodine atoms. The combi-
nation of F centers with Cs1 ions results in the
formation of cesium atoms. The latter react with Cs1

ions to yield Cs2
1 ions. Presumably, such a nonequi-

librium process does not occur inside the Knudsen
cell.

For comparison purposes, the activation energies
for sublimation of Cs1, Cs2I

1, and Cs2
1 ions have

been determined in separate measurements. In order
for such measurements to be made, the crystal was
initially overheated atT 5 890 K for about 10 min to
allow for the development of surface structure at a
relatively high rate. Then the ion currents were
recorded throughout cooling and heating procedures
in the temperature range 750–890 K. These data are
shown in Fig. 9 as the natural logarithm of the ion

Fig. 8. Normalized adion concentration as function of the distance
from a ledge.
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current intensity plotted against reciprocal tempera-
ture. Linear fit yielded values ofEs as follows: 2.376
0.09 eV (Cs1), 3.136 0.09 eV (Cs2I

1), and 3.156
0.21 eV (Cs2

1). Thus within the experimental errors an
equal energy is required to remove Cs2I

1 or Cs2
1 ions,

whereas the removal of Cs1 ions requires signifi-
cantly less energy.

4. Conclusions

The thermodynamics and kinetics of the vaporiza-
tion of cesium iodide single crystal are investigated by
mass spectrometry. It is shown that this crystal vapor-
izes to give CsI and Cs2I2 molecules under both
conditions of equilibrium and free-surface vaporiza-
tion. The analysis of the temperature dependencies of
ion currents in the case of free-surface vaporization
provided the temperature dependence of the vaporiza-
tion coefficient of both monomers and dimers due to
the combined effect of factors related to surface
structural roughening, impurity segregation, and elec-
tric boundary layer. The dimer-to-monomer ratio is
found to increase with temperature at a continually
increasing rate in the case of the Knudsen cell

measurements, and at a rate passing through a maxi-
mum in the case of free-surface vaporization. The
surface charge of defect-related origin is proposed as
an explanation for this kinetic effect.

It is observed that the temperature dependence of
the electron-impact-fragmentation pattern of CsI mol-
ecules is roughly linear in the case of the Knudsen cell
measurements but passes through a minimum in the
case of free-surface measurements. It is concluded
that molecules desorbing from an open crystal surface
may possess excessive vibrational and rotational en-
ergy compared to that characteristic of thermal exci-
tation.

It is found that the heated surface of a CsI crystal
emits both positive and negative ions: Cs1, Cs2I

1,
Cs2

1, I2, and CsI2
2. The currents of negative ions are

much weaker than those of positive ions. The temper-
ature dependence of the Cs1 ion current reveals a
break that is attributed to the polarity reversal of the
surface charge. In contrast to electron-impact-ion-
ization mass spectra, thermionic emission mass
spectra obtained in this work differ significantly
from those measured in Knudsen cell mass-spectro-
metric studies.
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